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Transforms and Innovates Network Operations

08.05.2025, Thomas Graf – thomas.graf@swisscom.com

Picture: Apollo 8, December 24th 1968
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Nationwide Network Outages everywhere
Increasing in impact and duration - hinting Network Visibility deficiencies 
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The Swisscom View
Traffic and BGP Impact to Portugal

Shows >80% missing 
traffic between 12:30 
and 03:30 for traffic 

to Spain. 

Increased BGP 
topology changes 

between 17:00 and 
00:30.
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Pyramid of Technology
From envisioned to naturalized

“ Every human being has to cope with technological change, 
yet few of us are aware of how new technologies are 
introduced, accepted and discarded in our society. The 
Pyramid of Technology visualizes how technology becomes 
nature in seven steps and what we can learn from that. It 
helps us to dream, build and live in our next nature — the 
nature caused by humans “

Analytical Use Cases are already traversing these technology 
stages at Swisscom as we defined the vision.

Pyramid of Technology
https://nextnature.net/projects/pyramid-of-technology

How technology becomes nature
https://www.youtube.com/watch?v=EXJB4Ync82c

The Idea Factory: Bell Labs and the Great Age of American 
Innovation
https://en.wikipedia.org/wiki/The_Idea_Factory

https://nextnature.net/projects/pyramid-of-technology
https://www.youtube.com/watch?v=EXJB4Ync82c
https://en.wikipedia.org/wiki/The_Idea_Factory
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Network Data 
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Network 
Device Trend 

Detection

Verify, 
Troubleshoot 

and Notify

Closed Loop 
Operation

Network 
Anomaly 
Detection

Network 
Visualization 

Network 
SLI and SLO

Alert Postmortem

Operational Data

draft-ietf-nmop-yang-message-broker-integration

draft-ietf-nmop-network-anomaly-semantics

draft-ietf-nmop-network-anomaly-lifecycle

Data Mesh organizes Data in Organizations
Enables Network Analytics use cases

RFC 8632
Analytical Data

draft-ietf-nmop-yang-message-broker-integration

Network Telemetry (RFC 9232)
IPFIX (RFC 7011, RFC 9487, RFC 9160, draft-ietf-opsawg-ipfix-on-path-telemetry)
BMP (RFC 7854, RFC 8671, RFC 9069, draft-ietf-grow-bmp-tlv, draft-ietf-grow-bmp-
path-marking-tlv, draft-lucente-grow-bmp-rel)
YANG-Push (RFC 8639, RFC 8641, draft-ietf-netconf-udp-notif, draft-ietf-netconf-
distributed-notif, draft-ietf-netconf-notif-envelope, draft-ietf-netconf-yang-
notifications-versioning)

https://datatracker.ietf.org/doc/html/draft-ietf-nmop-yang-message-broker-integration
https://datatracker.ietf.org/doc/html/draft-ietf-nmop-network-anomaly-semantics
https://datatracker.ietf.org/doc/html/draft-ietf-nmop-network-anomaly-lifecycle
https://datatracker.ietf.org/doc/html/rfc8632
https://datatracker.ietf.org/doc/html/draft-ietf-nmop-yang-message-broker-integration
https://datatracker.ietf.org/doc/html/rfc7011
https://datatracker.ietf.org/doc/html/rfc9487
https://datatracker.ietf.org/doc/html/rfc9160
https://datatracker.ietf.org/doc/html/draft-ietf-opsawg-ipfix-on-path-telemetry
https://datatracker.ietf.org/doc/html/rfc7854
https://datatracker.ietf.org/doc/html/rfc8671
https://datatracker.ietf.org/doc/html/rfc9069
https://datatracker.ietf.org/doc/html/draft-ietf-grow-bmp-tlv
https://datatracker.ietf.org/doc/html/draft-ietf-grow-bmp-path-marking-tlv
https://datatracker.ietf.org/doc/html/draft-lucente-grow-bmp-rel
https://datatracker.ietf.org/doc/html/rfc8639
https://datatracker.ietf.org/doc/html/rfc8641
https://datatracker.ietf.org/doc/html/draft-ietf-netconf-udp-notif
https://datatracker.ietf.org/doc/html/draft-ietf-netconf-distributed-notif
https://datatracker.ietf.org/doc/html/draft-ietf-netconf-notif-envelope
https://datatracker.ietf.org/doc/html/draft-ietf-netconf-yang-notifications-versioning
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Monitoring L3 VPN's with IPFIX, BMP and YANG Push
From Connectivity Service to Realtime Network Observability

> Connectivity Service perspective, Connection Points are 
connected through Logical Connections.

> From a BGP control-plane perspective, IPv4/6 unicast prefixes 
in VRF's are tagged with BGP standard communities. 

> One BGP standard community to identify the Logical 
Connection. One BGP standard community to identify each 
Connection Point. 

> When IPv4/6 prefixes are exported from VRF's, a BGP route-
distinguisher, BGP extended community route-targets and a 
SRv6 VPN SID for the IPv6 next-hop are allocated.

> From a forwarding plane perspective, when IPv4/6 unicast 
traffic is received from the edge at the SRv6 PE, a lookup is 
performed, the SRv6 VPN SID is obtained and IPv6 next-hop is 
added when forwarded to the core.

> Swisscom collects MPLS and SRv6 provider data plane, IPv4/6 
unicast customer data-plane in IPFIX and at provider edge BGP 
VPNv4/6 unicast in production to perform real-time data 
correlation.
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VRF Name: ABC
Route Distinguisher: 0:64499:1
Standard Community: 64499:123
Prefixes: 172.16.31.0/24

VRF Name: DEF
Route Distinguisher: 0:64499:2
Standard Community: 64499:456
Prefixes: 100.67.1.0/24

IPv4/6 Source: 172.16.31.1
Port Source: 23456
IP Protocol: TCP
IP Type of Service: 192
IPv4/6 Destination: 100.67.1.2
Port Destination: 443

Ingress Logical Interface ID: 32
Ingress Physical Interface ID: 21
Ingress VRF ID: 0x100
Egress Logical Interface ID: 11
Egress Physical Interface ID: 43
Egress VRF ID: 0x16
Forwarding Status: FWD Unkown
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When operational or configurational changes in connectivity services 

are happening, the objective is to detect interruption at network 

operation faster than the users using those connectivity services.

In order to achieve this objective, automation in network monitoring 

is required. This automation needs to monitor network changes 

holistically by monitoring all 3 network planes simultaneously and 

detect whether that change is service disruptive.

Through network incidents postmortems we network operators 

learn and improve so does network anomaly detection and 

supervised and semi-supervised machine learning. With more and 

more incidents the postmortem process demands automation and 

with the standardization of labeled network incident collaboration 

among network operators, vendors and academia is facilitated.

Problem Statement and Motivation
How it is being addressed in which document

> draft-ietf-nmop-network-anomaly-architecture

describes the motivation and architecture and 

the relationship to other two documents.

> draft-ietf-nmop-network-anomaly-semantics

defines Symptom semantics to enable 

standardized data exchange to validate results 

with network engineers and improve supervised 

and semi-supervised machine learning systems. 

> draft-ietf-nmop-network-anomaly-lifecycle

describes on managing the lifecycle process, in 

order to facilitate network engineers to interact 

with the network anomaly detection system to 

refine the detection abilities over time. 

Network Anomaly 
Detection

https://datatracker.ietf.org/doc/html/draft-ietf-nmop-network-anomaly-architecture-01
https://datatracker.ietf.org/doc/html/draft-netana-nmop-network-anomaly-semantics-03
https://datatracker.ietf.org/doc/html/draft-netana-nmop-network-anomaly-lifecycle-04
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April 17-22th, OSPF/BGP Routing Instability
Cisco TAC Case Summary
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April 17-22th, OSPF/BGP Routing Instability
Cisco IOS XR Network Telemetry Coverage

IPFIX configured on P and PE MPLS-SR nodes on MPLS and IPv4/6 VRF unicast enabled interfaces. 

Capturing L3 IPv4/6 overlay customer data plane and underlay MPLS-SR provider data plane metrics on 

MPLS enabled interfaces, and IPv4/6 overlay customer data plane metrics on IPv4/6 VRF unicast 

enabled interfaces.

-> Shape, means that we are engaged in IETF standardization, vendor implementations and running 

code. IPv4/6 unicast customer data plane visibility is in vital, MPLS data plane visibility is in applied.

BMP Adj-RIB In post-policy on BGP VPNv4 /6 and IPv4/6 VRF unicast peers and Local-RIB on all RIB's 

configured on SRv6 PE's. BMP Adj-RIB In post-policy on BGP VPNv4 /6 peers on Route Reflectors 

configured.

-> Shape, means that we are engaged in IETF standardization, vendor implementations and running 

code. BMP Local RIB data plane visibility is in applied, BMP Path Marking is in operational stage.

YANG Push Legacy on most nodes enabled but not relevant for this use case.

-> Take, means that current YANG-Push legacy implementation is used without any vendor code 

change and is in accepted stage. However, IETF YANG-Push is shape and is in operational state.
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April 17-22th, OSPF/BGP Routing Instability
L3 VPN – Real-Time Incident Analysis

Operational Network Telemetry forwarding plane, IPFIX, BMP measured control plane metrics.

Shows traffic bad TTL, 
adjacency drops and

traffic volume changes 
due to public holidays,
Measured with IPFIX 
and Correlated with 

BGP VPNv4/6.

Shows constant BGP 
topology changes and 

flow count changes due 
to public holidays.

Measured with IPFIX 
and Correlated with 

BGP VPNv4/6, BMP Adj-
RIB In and Local RIB.
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BMP route-monitoring Update/Withdraw 

check recognized excessive topology 

changes.

BMP peer Down/Up check recognized 

issue with unstable peer on other

network platform..

Interface Down/Up check did not apply.

Traffic Drop spike recognized drops due to 

instable routing topology.

Missing Traffic recognized traffic volume 

changes due to public holidays.

Increased or decreased Flow Count 

triggered sporadically due to public 

holidays flow count changes.

Overall: 2 out of 6 checks have detected 

the excessive routing topology changes 

with drops. Customer profiling related 

false positives see in conclusion.

April 17-22th, OSPF/BGP Routing Instability
Network Anomaly Detection – Live

Concern Score: 0.71
Flow Count Spike: 0.30
Missing Traffic: 0.41
Traffic Drop: 1.00
BMP Peer/Interface Down: 0.96/0.00
BMP Update/Withdrawal: 1.00/1.00

Cosmos Bright Lights monitoring 64497:471 L3 VPN in real-time
during maintenance window.
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April 17-22th, OSPF/BGP Routing Instability
Provider Impact Analysis – BGP Churn Origination

Operational Network Telemetry BMP collected metrics.

Shows BGP next-hops 
in updates and 

withdrawals and on 
which network 

platform observed.
Next-hop count 

shows trigger and the 
beginning of the 
causality chain. 

Network platform 
observation count 

shows who is 
impacted.

Comparison between 
Next-hop and 

Network platform 
observation count 

shows that the 
platform who 

originates is not the 
most impacted

platform
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April 17-22th, OSPF/BGP Routing Instability
Provider Impact Analysis – BGP Churn  – 64 Prefixes

Operational Network Telemetry BMP collected metrics

Shows that only 64 prefixes were involved in the 
600'000 BGP topology changes per minute across 

the Swisscom network.

RP/0/RSP0/CPU0:ipc-bei640-r-en-01#sh route vrf MOBILE-SIP-VRF ospf | i 00:00:0

O E2 10.94.197.112/29 [110/1] via 192.168.72.6, 00:00:02, GigabitEthernet0/0/1/4.236

O E2 10.161.226.0/29 [110/1] via 192.168.72.6, 00:00:00, GigabitEthernet0/0/1/4.236

O E2 10.161.226.8/29 [110/1] via 192.168.72.6, 00:00:01, GigabitEthernet0/0/1/4.236

O E2 10.161.226.24/29 [110/1] via 192.168.72.6, 00:00:04, GigabitEthernet0/0/1/4.236

O E2 10.161.226.56/29 [110/1] via 192.168.72.6, 00:00:01, GigabitEthernet0/0/1/4.236

O E2 10.161.226.176/29 [110/1] via 192.168.72.6, 00:00:04, GigabitEthernet0/0/1/4.236

O E2 10.161.227.64/29 [110/1] via 192.168.72.6, 00:00:00, GigabitEthernet0/0/1/4.236

O E2 10.161.227.72/29 [110/1] via 192.168.72.6, 00:00:01, GigabitEthernet0/0/1/4.236

RP/0/RSP0/CPU0:ipc-bei640-r-en-01#

RP/0/RSP0/CPU0:ipc-lss690-r-en-01#sh route vrf MOBILE-SIP-VRF ospf | i 00:00:0

O E2 10.94.195.48/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.94.195.112/29 [110/1] via 192.168.72.70, 00:00:00, GigabitEthernet0/0/1/6.236

O E2 10.94.195.240/32 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.94.195.243/32 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.94.197.96/28 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.94.197.240/32 [110/1] via 192.168.72.70, 00:00:02, GigabitEthernet0/0/1/6.236

O E2 10.160.226.121/32 [110/1] via 192.168.72.70, 00:00:02, GigabitEthernet0/0/1/6.236

O E2 10.160.226.122/32 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.160.226.194/32 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.160.226.195/32 [110/1] via 192.168.72.70, 00:00:00, GigabitEthernet0/0/1/6.236

O E2 10.160.226.198/32 [110/1] via 192.168.72.70, 00:00:01, GigabitEthernet0/0/1/6.236

O E2 10.160.226.199/32 [110/1] via 192.168.72.70, 00:00:01, GigabitEthernet0/0/1/6.236

O E2 10.160.226.200/32 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.160.226.201/32 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.160.227.224/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.161.226.48/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.161.226.104/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.161.226.120/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.161.226.152/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

O E2 10.161.226.176/29 [110/1] via 192.168.72.70, 00:00:01, GigabitEthernet0/0/1/6.236

O E2 10.161.226.184/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236
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April 17-22th, OSPF/BGP Routing Instability
Customer Impact Analysis –Traffic Drops

Operational Network Telemetry IPFIX and BMP collected metrics.

Shows which 
application transport 

sessions (SIP, 
Diameter) were 
affected on the 

unstable routing 
topology. Drops 

occurred on network 
nodes where OSPF 

routes are 
redistributed into 

BGP RIB.
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IETF NMOP - Semantic Metadata Annotation for Network Anomaly Detection
draft-ietf-nmop-network-anomaly-semantics – National Holidays – The Easter Egg

National holiday 
information should 

be considered to 
improve accuracy 

of Contextual 
outliers for 

seasonal traffic 
volume and flow 

count change 
categorized profiles 

in the missing 
traffic and flow 

count spike 
strategies and 

declared in 
symptom 

semantics.

Operational Network Telemetry forwarding plane, IPFIX, 
BMP measured control plane metrics.

+--ro symptom!

          |  +--ro id                            yang:uuid

          |  +--ro concern-score                 score

          |  +--ro smcblsymptom:action?          string

          |  +--ro smcblsymptom:reason?          string

          |  +--ro smcblsymptom:trigger?         string

          |  +--ro smcblsymptom:network-plane?   enumeration

          |  +--ro smcblsymptom:strategy?        string

          |  +--ro smcblsymptom:template?        string

|  +--ro smcblsymptom:season?          Enumeration
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IETF NMOP - Semantic Metadata Annotation for Network Anomaly Detection
draft-ietf-nmop-network-anomaly-semantics – Schema Tree

Shows 
the observed 
symptoms, 

the network 
dimensions 

triggering and
connectivity service 

impacted.

notifications:

    +---n relevant-state-notification

       +--ro publisher

       |  +--ro id?        yang:uuid

       |  +--ro name       string

       |  +--ro version?   string

       +--ro id                              yang:uuid

       +--ro uri?                            inet:uri

       +--ro description?                    string

       +--ro start-time                      yang:date-and-time

       +--ro end-time?                       yang:date-and-time

       +--ro smcblsymptom:strategy?          string

       +--ro confidence-score?               score

       +--ro concern-score                   score

       +--ro (service)?

       |  +--:(smtopology:l2vpn)

       |  |  +--ro smtopology:vpn-service* [vpn-id]

       |  |     +--ro smtopology:vpn-id               string

       |  |     +--ro smtopology:uri?                 inet:uri

       |  |     +--ro smtopology:vpn-name?            string

       |  |     +--ro smtopology:site-ids*            string

       |  |     +--ro smtopology:change-id?           yang:uuid

       |  |     +--ro smtopology:change-start-time?

       |  |     |       yang:date-and-time

       |  |     +--ro smtopology:change-end-time?

       |  |             yang:date-and-time

|  +--:(smtopology:l3vpn)

|     +--ro smtopology:vpn-service* [vpn-id]

|        +--ro smtopology:vpn-id string

|        +--ro smtopology:uri?                 inet:uri

|        +--ro smtopology:vpn-name?            string

|        +--ro smtopology:site-ids*            string

       |        +--ro smtopology:change-id?           yang:uuid

       |        +--ro smtopology:change-start-time?

       |        |       yang:date-and-time

       |        +--ro smtopology:change-end-time?

       |                yang:date-and-time

notifications:

    +---n relevant-state-notification

    +--ro anomaly* [id revision]

          +--ro id                                  yang:uuid

          +--ro revision                            yang:counter32

          +--ro uri?                                inet:uri

          +--ro state                               identityref

          +--ro description?                        string

          +--ro start-time

          |       yang:date-and-time

          +--ro end-time?

          |       yang:date-and-time

          +--ro confidence-score?                   score

          +--ro pattern?                            identityref

          +--ro annotator

          |  +--ro id?               yang:uuid

          |  +--ro name              string

          |  +--ro version?          string

          |  +--ro annotator-type?   enumeration

+--ro symptom!

|  +--ro id yang:uuid

|  +--ro concern-score                 score

|  +--ro smcblsymptom:action?          string

|  +--ro smcblsymptom:reason?          string

|  +--ro smcblsymptom:trigger?         string

|  +--ro smcblsymptom:network-plane?   enumeration

|  +--ro smcblsymptom:template?        string

|  +--ro smcblsymptom:season?          Enumeration

+--ro smtopology:vpn-node-terminations*

[hostname route-distinguisher]

+--ro smtopology:hostname inet:host

+--ro smtopology:route-distinguisher string

+--ro smtopology:peer-ip*               inet:ip-address

+--ro smtopology:next-hop*              inet:ip-address

+--ro smtopology:interface-id*          uint32
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IETF NMOP 122 – Network Observability Development
Network Anomaly Detection and YANG-Push/Message Broker Integration

https://datatracker.ietf.org/group/nmop/about/ https://www.linkedin.com/pulse/network-analytics-
ietf-122-bangkok-thomas-graf-nhmge/

https://datatracker.ietf.org/group/nmop/about/
https://www.linkedin.com/pulse/network-analytics-ietf-122-bangkok-thomas-graf-nhmge/
https://www.linkedin.com/pulse/network-analytics-ietf-122-bangkok-thomas-graf-nhmge/
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Network Anomaly Detection
Relevant Papers for more Details

Paper “Daisy: Practical Anomaly Detection in large 
BGP/MPLS and BGP/SRv6 VPN Networks” published at 

ACM/IRTF ANRW’23
San Francisco, USA (24 July 2023)

Open access: http://hal.science/hal-04307611

Paper “Practical Anomaly Detection in Internet Services: 
An ISP centric approach” 

Published at AnNet Workshop (In conjunction with IEEE NOMS)
Seoul, South Korea (6–10 May 2024)

Open access: https://hal.science/hal-0465532419

http://hal.science/hal-04307611
https://hal.science/hal-04655324
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