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The Swisscom View
Trafficand BGP Impact to Portugal
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Pyramid of Technology
From envisioned to naturalized
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“Every human being has to cope with technological change,
yet few of us are aware of how new technologies are
introduced, accepted and discarded in our society. The
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Operational Data
draft-ietf-nmop-yang-message-broker-integration

Network Telemetry (RFC 9232)

IPFIX (RFC 7011, RFC 9487, RFC 9160, draft-ietf-opsawg-ipfix-on-path-telemetry)
BMP (RFC 7854, RFC 8671, RFC 9069, draft-ietf-grow-bmp-tly, draft-ietf-grow-bmp-
path-marking-tlv, draft-lucente-grow-bmp-rel)

YANG-Push (RFC 8639, RFC 8641, draft-ietf-netconf-udp-notif, draft-ietf-netconf-

distributed-notif, draft-ietf-netconf-notif-envelope, draft-ietf-netconf-yang-
notifications-versioning)

E
Network Data
Collection
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Monitoring L3 VPN's with IPFIX, BMP and YANG Push

: VRF Name: ABC

: Route Distinguisher:  0:64499:1

i Standard Community: 64499:123

: Prefixes: 172.16.31.0/24

- _

éConnection Point

,,,,,,,,,,,,,,,,, " Logical
:Connection; :

64499:123:172.16.31.0/24,
64499:456:100.67.1.0/24

Standard Community: 64497:798

Prefixes:

......... O

: VRF Name: DEF

: Route Distinguisher: ~ 0:64499:2

i Standard Community: 64499:456

: Prefixes: 100.67.1.0/24

:Connection Point U BMP
] : o

: IPv4/6 Source:

| Port Source:

{ IP Protocol:

: IP Type of Service:

i IPv4/6 Destination:
: Port Destination:

172.16.31.1
23456

TCP

192
100.67.1.2
443

Ingress Logical Interface ID: 32
: Ingress Physical Interface ID: 21

¢ Ingress VRF ID:

: Egress Logical Interface ID: 11

: Egress Physical Interface ID: 43

: Egress VRFID:

: Forwarding Status:

0x16

FWD Unkown

> Connectivity Service perspective, Connection Points are
connected through Logical Connections.

> From a BGP control-plane perspective, IPv4/6 unicast prefixes
in VRF's are tagged with BGP standard communities.

> One BGP standard community to identify the Logical
Connection. One BGP standard community to identify each
Connection Point.

> When IPv4/6 prefixes are exported from VRF's, a BGP route-
distinguisher, BGP extended community route-targets and a
SRv6 VPN SID for the IPv6 next-hop are allocated.

> From a forwarding plane perspective, when IPv4/6 unicast
traffic is received from the edge at the SRv6 PE, a lookup is
performed, the SRv6 VPN SID is obtained and IPv6 next-hop is
added when forwarded to the core.

> Swisscom collects MPLS and SRv6 provider data plane, IPv4/6
unicast customer data-plane in IPFIX and at provider edge BGP
VPNv4/6 unicast in production to perform real-time data
correlation.



{' Problem Statement and Motivation

When operational or configurational changes in connectivity services
are happening, the objective is to detect interruption at network
operation faster than the users using those connectivity services.

In order to achieve this objective, automation in network monitoring
is required. This automation needs to monitor network changes
holistically by monitoring all 3 network planes simultaneously and
detect whether that change is service disruptive.

Through network incidents postmortems we network operators
learn and improve so does network anomaly detection and
supervised and semi-supervised machine learning. With more and
more incidents the postmortem process demands automation and
with the standardization of labeled network incident collaboration
among network operators, vendors and academia is facilitated.
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Network Anomaly  ,
Detection

> draft-ietf-nmop-network-anomaly-architecture

describes the motivation and architecture and
the relationship to other two documents.

draft-ietf-nmop-network-anomaly-semantics
defines Symptom semantics to enable
standardized data exchange to validate results
with network engineers and improve supervised
and semi-supervised machine learning systems.

draft-ietf-nmop-network-anomaly-lifecycle
describes on managing the lifecycle process, in
order to facilitate network engineers to interact
with the network anomaly detection system to
refine the detection abilities over time.
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April 17-22th, OSPF/BGP Routing Instability
Cisco TAC Case Summary

=¥ CASE SUMMARY

STATUS SEVERITY CREATED
Cisco Pending #' Moderate Impact (S3) 04/22/2025
REQUEST TYPE UPDATED

Diagnose and Fix my Problem 04/23/2025

~ PROBLEM DESCRIPTION - 4 MattSnow |l 04/22/2025 at 21:31:27

Customer is experiencing a significant routing instability in their production network, specifically involving OSPF and BGP protocols on Catalyst 4500E switches. The issue manifests as rapid
BGP updates and withdrawals (up to 600,000 state changes per minute), leading to forwarding plane drops and potential service disruption. The problem was temporarily mitigated by shutting
down interface vlan 236 on device mbue51cos, which stopped OSPF flapping. However, this is only a workaround, as vlan 236 is required for normal operations and must be reactivated. The
incident appears to be triggered by device mbue52cos. The business impact is high, as the instability affects the core routing infrastructure, potentially disrupting network services for users
and dependent business activities. The issue is not currently a catastrophic outage due to the workaround, but normal operations cannot resume until a permanent fix is found.

Technical Indicators:

- Log message: %0SPF-3-CHKPT_STBY_LSDB_INVALID: STANDBY:Standby link-state database validation failed, expected/found count: 1733/1726 chksum: 0x369D183/0x363D367
- Log message: %0SPF-3-CHKPT_STBY_SYNC_LOST: STANDBY:Standby synchronization lost for OSPF-40 (was: synchronized)

- Log message: %0SPF-3-CHKPT_STBY_LSDB_INVALID: STANDBY:Standby link-state database validation failed, expected/found count: 1800/1785 chksum: 0x38C66E6/0x385B4CE
- Log message: %0SPF-3-CHKPT_STBY_SYNC_LOST: STANDBY:Standby synchronization lost for OSPF-40 (was: synchronized)

- Forwarding plane drops observed

- OSPF flapping and BGP instability

- Affected devices: miss52cos, mbueb2cos-m1, mbueblcos

- Temporary workaround: shutdown of interface vian 236 on mbue51cos

~ CURRENT STATUS - L MattSnow [@ 04/22/2025 at 21:31:30

~ ACTIONPLAN - L MattSnow [l 04/22/2025at 21:31:34

- Customer to provide answers to Case Owner's questions regarding the observed symptoms, BGP/OSPF state changes, timing, and any recent changes made prior to the issue.
- Customer to provide show tech outputs from the affected devices (mlss52cos, mbue52cos-m1, mbueblcos).

- Case Owner to analyze the provided data and logs to identify the root cause of the OSPF and BGP instability.

- Case Owner and Customer to coordinate on next troubleshooting steps once additional information is received.

- No specific timeframes or deadlines have been agreed upon yet; pending Customer's response with requested information.
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April 17-22th, OSPF/BGP Routing Instability
Cisco 10S XR

£

K

IPFIX configured on P and PE MPLS-SR nodes on MPLS and IPv4/6 VRF unicast enabled interfaces.
Capturing L3 IPv4/6 overlay customer data plane and underlay MPLS-SR provider data plane metrics on
MPLS enabled interfaces, and IPv4/6 overlay customer data plane metrics on IPv4/6 VRF unicast
enabled interfaces.

-> Shape, means that we are engaged in IETF standardization, vendor implementations and running

code. IPv4/6 unicast customer data plane visibility is in vital, MPLS data plane visibility is in applied.

BMP Adj-RIB In post-policy on BGP VPNv4 /6 and IPv4/6 VRF unicast peers and Local-RIB on all RIB's
configured on SRv6 PE's. BMP Adj-RIB In post-policy on BGP VPNv4 /6 peers on Route Reflectors
configured.

-> Shape, means that we are engaged in IETF standardization, vendor implementations and running
code. BMP Local RIB data plane visibility is in applied, BMP Path Marking is in operational stage.
YANG Push Legacy on most nodes enabled but not relevant for this use case.

-> Take, means that current YANG-Push legacy implementation is used without any vendor code
change and is in accepted stage. However, IETF YANG-Push is shape and is in operational state.
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Forwarded Traffic Compared with Previous Week

476.84 Mbp:

381.47 Mbps

286.1 Mbps

190.73 Mbps

95.37 Mbps

17 12:00 Apr18 12:00 Apr19 12:00 Apr 20 12:00 Apr 21 12:00 Apr 22 12:00

BMP route-monitoring updates/withdrawals

500.00 k
400.00k
300.00k
200.00 k

l 100.00 k
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April 17-22th, OSPF/BGP Routing Instability
L3 VPN —Real-Time Incident Analysis

Dropped Traffic

Shows traffic bad TTL,

rate e adjacency drops and
sasokops,
‘ | ‘ | ” l e Measured with IPFIX
i ||- i I‘\ | \H II”" I‘ |.,!|| i 1952 Kbps and Correlated with
. CULLEL L] BGP VPNv4/6.
7 0 A 1200 Apie 1200 AN20 1200 ApiA | 1200 Awz2 w00
Flow Count Comparad with Previous Week
Shows constant BGP
e topology changes and
400k @
200k Measured with IPFIX
and Correlated with
fo 1200 An1 1200 At 1200 Am20 1200 Az 1200 iz 1200 BGP VPNv4/6, BMP Adj-

RIB In and Local RIB.

Operational Network Telemetry forwarding plane, IPFIX, BMP measured control plane metrics.
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Q April 17-22th, OSPF/BGP Routing Instability
Live

Max Concern S¢ore: 0.71 . 060
0.40
] ol ity 020
[N T T sl AL_mn LN ] TR

Max Concerns Rlow Count Spike: 0.30 |

Max Concerns Flow Fwd: 0.42 m
s | m I 1 L k .

Max Concerns Oc Interface State: null

0.30
0.20
‘ 010

0.40

1.00

0.50

1.00

0.50

1.00

0.50

1.00

R K LA Y LA M | B A I U 1

Max Concerns :[mp Upaaieshod ot S TR R NPy, ar - B PP et o gyttt

Max Concerns T‘wp Withdraw: 1.00

Mgy Concerns Bmp Peer Pawn (null filtered)§ 1.00 | | | | LI\ || | | L 11 LI Lz 1IN i1
';:30 Apr 18 12:00 Apr 19 12:00 Apr 20 12:00 Apr 2- 12:00

Cosmos Bright Lights monitoring 64497:471 L3 VPN in real-time
12 during maintenance window.

0.50

Apr 22

Concern Score: 0.71

Flow Count Spike:

Missing Traffic:

Traffic Drop: 1.00

BMP Peer/Interface Down: 0.96/0.00
BMP Update/Withdrawal: 1.00/1.00

w BMP route-monitoring Update/Withdraw
=— check recognized excessive topology
changes.

c:x'l:’ BMP peer Down/Up check recognized
issue with unstable peer on other
network platform..

— Interface Down/Up check did not apply.

Traffic Drop spike recognized drops due to
instable routing topology.

K

Missing Traffic recognized traffic volume
changes

Increased or decreased Flow Count
triggered sporadically
flow count changes.

Overall: 2 out of 6 checks have detected
the excessive routing topology changes
with drops.

E &8 &3



April 17-22th, OSPF/BGP Routing Instability
Provider Impact Analysis — BGP Churn Origination

FILTER (B Apr17 - Apr 22, 00:00... A Comms: 64497:471 x
sHow (O Time (Minute) * A Log Type x
Count: 3.10 b

111 B T Jo . o ' ool o . o ' - ol oy i “III
17 12:00 Apr 18 12:00 Apr19 12:00 Apr 20 12:00 Apr 21 12:00 Apr 22 12:00

13 Operational Network Telemetry BMP collected metrics.

v
jf‘/\/

Lina Chart

500.00 k

400.00 k

300.00 k

200,00k

100.00 k

[

MEASURE

Count v
LOG TYPE Q x
B update

I withdraw

B nui

B delete
BGP NEXTHOP q x
138187 1,336,970.89 k
138187 1,239,533.21 k
T3BTE7 396,083 70K
213.3.2 30,363.66 k
213.3.2 30,225.01 k
213.3.2 2987278 k
213.3.2 29.666.99 k
RD a x
0:6837:2 2,650,052.83 k
2:42600 2044261k
2:42600 18,410.71 k
2:42600 18,397.96 k
2:42600 18,394.20 k
2:42600 18,383.48 k
2:42600 . 18.380.90 k
PLATFORM ID a x
MVGW 1,331,094.47 k
ETC 101822426 k
MSB_ASBR 351,990.49 k
1A 21689181 k

[ ngPamela 80,535.80 k

ISP 44772.04k
BBLAB GW 2732611 k

+ Add dimension

K

Shows BGP next-hops
in updates and
withdrawals and on
which network
platform observed.
Next-hop count
shows trigger and the
beginning of the
causality chain.

Comparison between
Next-hop and
Network platform
observation count
shows that the
platform who
originates is not the
most impacted
platform



April 17-22th, OSPF/BGP Routing Instability

Provider Impact Analysis — BGP Churn — 64 Prefixes

FILTER (D Apr 17 - Apr 22, 00:00... A Rd: 0:6837:2007 * A Ip Prefix: 64 values x MEASURE

Count.

sHow (B Time (Minute) x Line Chart

Count: 2.66 b BGP NEXTHOP
138.187.¢
138187.8
138.187.¢
213.3.22/
2133.22.
213.3.22
213.3.22
10.67.01:
10.67.010
1381901
1381901

600,00k

ook 1P PREFIX

10161.226136/29
10.161.226.40/29
10.161.226.104/29
10.160.226.122/32
10.161.226.96/29
10.161.226.8/29
10.160.227.232/29
20000k 10:160.227.224/29
10160.226.201/32
10.160.226.119/32
10.94.197.240/32
10160.226.202/32
10.160.226.121/32
10.94197.244/32
10161.226.0/29

™3 1004108 244729

17 12:00 Aprig 12:00 Apr 18 12:00 Apr 20 12:00 Apr 21 12:00 Apr22 12:00 .
- o o e g ! =+ Add dimension

Operational Network Telemetry BMP collected metrics

‘-ﬁ? Shows that only 64 prefixes were involved in the
600'000 BGP topology changes per minute across
the Swisscom network.
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Q x
1128.06m
1,090.97 m

301 m
30.25m

3011 m

2076 m
29.55m
735m
676m
0.00m
0.00m

- QX
4413 m
43.80m
4375m
4365m
4355m
4350m
43.47m
43.40m
43.37m
4335m
4327 m
43.25m
43.24m
4319 m
4318 m

4216 m

RP/0/RSP0/CPUO:ipc-bei640-r-en-01#sh route vrf MOBILE-SIP-VRF ospf | i 00:00:0
94.197.112/29

0 E2
E2
E2
E2
E2
E2
E2
E2

O O0OO0OO0OO0OO0OOo

10.
10
10.
10.
10
10.
10.
10

.161.
l6l.
l6l.
.161.
l6l.
l6l.
.161.

226

227

226.
226.
226.
226.

227.

24/29
56/29
.176/29
64/29
.72/29

[1

[1
[1

10/1]

0/29 [110/1]
8/29 [110/1]

10/1]
10/1]

via 192.168.72.6,

via 192.168.72.6,
via 192.168.72.6,

[110/1]

[1
[1

10/1]
10/1]

via 192.168.72.6,
via 192.168.72.6,
via 192.168.72.6,
via 192.168.72.6,
via 192.168.72.6,

RP/0/RSPO/CPUO:ipc-bei6d0-r-en-01#

RP/0/RSP0/CPUO:

E2
E2
E2
E2
E2
E2
E2
E2
E2
E2
E2
E2
E2
E2
E2
E2
E2
E2
E2
E2
E2

OO0OO0OO0O0O00D0O0O0OO0O0OO0OO0OO0O0OO0OOo

10.
10.
10
10.
10.
10
10.
10.
10
10.
10.
10
10.
10.
10
10.
10.
10
10.
10.
10

%94.
%94.

.94.

%94.
%94.

.94.
160.
160.
.160.
160.
160.
.160.
160.
160.
.160.
l6l.
l6l.
.16l.
l6l.
l6l.
.16l.

195.
195.
195.
195.
197.
197.

226

227

226.

226.
226.
226.
226.
226.
226.

226.
226.
226.
226.
226.
226.

00:00
00:00

:00,
:01,

00:00:02, GigabitEthernet0/0/1/4.236
GigabitEthernet0/0/1/4.236
GigabitEthernet0/0/1/4.236
00:00:04, GigabitEthernet0/0/1/4.236
00:00:01, GigabitEthernet0/0/1/4.236
00:00:04,

GigabitEthernet0/0/1/4.236

ipc-1ss690-r-en-01l#sh route vrf MOBILE-SIP-VRF ospf | i1 00:00:0

00:00:00, GigabitEthernet0/0/1/4.236
00:00:01, GigabitEthernet0/0/1/4.236

48/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

112/29 [110/1] via 192.168.72.70, 00:00:00, GigabitEthernet0/0/1/6.236
240/32 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236
243/32 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236
96/28 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

240/32 [110/1] via 192.168.72.70, 00:00:02, GigabitEthernet0/0/1/6.236
121/32 [110/1] via 192.168.72.70, 00:00:02, GigabitEthernet0/0/1/6.236
.122/32 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236
194/32 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236
195/32 [110/1] via 192.168.72.70, 00:00:00, GigabitEthernet0/0/1/6.236
198/32 [110/1] via 192.168.72.70, 00:00:01, GigabitEthernet0/0/1/6.236
199/32 [110/1] via 192.168.72.70, 00:00:01, GigabitEthernet0/0/1/6.236
200/32 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236
201/32 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236
.224/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236
48/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236

104/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236
120/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236
152/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236
176/29 [110/1] via 192.168.72.70, 00:00:01, GigabitEthernet0/0/1/6.236
184/29 [110/1] via 192.168.72.70, 00:00:03, GigabitEthernet0/0/1/6.236



April 17-22th, OSPF/BGP Routing Instability
Customer Impact Analysis —Traffic Drops

FILTER (D Apr 17 - Apr 22, 00:00... A Comms: 64499:319 * A Forwarding Status: 2 v... *
sHow (B Time (Minute) X A Forwarding Status X

Xbit/Sec: 5.39 Kbps

IR R i
QUL

17 12:00 Apr 18 12:00 Apr 19 12:00 Apr 20 12:00 Apr21 12:00

15

A

|

12:00

Line Chart

7813 Kbps

58.59 Kbps

39.06 Kbps

19.53 Kbps

Operational Network Telemetry IPFIX and BMP collected metrics.

MEASURE

Xbit/Sec

FORWARDING STATUS
B DROPPED bad TTL
) DROPPED Adjacency

FORWARDING STATUS
FORWARDED Unknown
CONSUMED For us

DROPPED bad TTL

PLATFORM ID

ngPamela

BBLAB_GW

NODE ID
ipc-lss680-r-en-01
ipc-bei640-r-en-01
sga01ro1010zhb

IP PROTO

udp

sctp

tcp

PORT DST
5080
20944

53

IPDST
10.160.
10160.
10160.

+ Add dimension

e QX
230.73 Kbps
63.55 Kbps
4.83 Kbps

Q X
5,277.28 bps
241.36 bps

Q X
4,889.09 bps
357.46 bps
235.02 bps

Q x
5,261.79 bps
13814 bps
114.02 bps

Q X
5,301.24 bps
138.14 bps
73.07 bps

Q x
1,323.53 bps
1,295.29 bps
1,233.14 bps

M

Shows which
application transport
sessions (SIP,
Diameter) were
affected on the
unstable routing
topology. Drops
occurred on network
nodes where OSPF
routes are
redistributed into
BGP RIB.



Q IETF NMOP - Semantic Metadata Annotation for Network Anomaly Detection
draft-iett-nmop-network-anomaly-semantics — National Holidays — The Easter Egg

Forwarded Traffic Compared with Previous Week

17 12:00 Apr 18 12:00 Apr 19 12:00 Apr 20 12:00 Apr 21 12:00 Apr 22 12:00
BMP route-monitoring updates/withdrawals
I
17 12:00 Apr18 12:00 Apr19 12:00 Apr 20 12:00 Apr 21 12:00 Apr 22 12:00

Operational Network Telemetry forwarding plane, IPFIX,
BMP measured control plane metrics.

16

476.84 Mbps

381.47 Mbps

286.1 Mbps

180.73 Mbps

95.37 Mbps

500.00 k

40000k

300,00k

200.00 k
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Dropped Traffic

7813 Kbps
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‘ ‘ ‘ | ‘ ‘ 39.06 Kbps
| | ‘I | l ‘ 19.53 Kbps
LT BT L A Y
. l |
17 12:00 Apr18 12:00 Apr 19 12:00 Apr 20 12:00 Apr 21 12:00 Apr 22 12:00
Flow Count Compared with Previous Week
8.00 k
400k
200k
17 1200  Apri8 1200 Apr19 1200 Apr20 1200  Apr21 1200  Apr22  12:00
+--ro symptom!
|  +--ro id yang:uuid
| +--ro concern-score score
|  +--ro smcblsymptom:action? string
|  +--ro smcblsymptom:reason? string
|  +--ro smcblsymptom:trigger? string
|  +--ro smcblsymptom:network-plane? enumeration
|  +--ro smcblsymptom:strategy? string
| +--ro smcblsymptom:template? string
|  +--ro smcblsymptom:season? Enumeration

Y

National holiday
information should
be considered to
improve accuracy
of Contextual
outliers for
seasonal traffic
volume and flow
count change
categorized profiles
in the missing
traffic and flow
count spike

strategies



IETF NMOP - Semantic Metadata Annotation for Network Anomaly Detection
draft-iett-nmop-network-anomaly-semantics — Schema Tree

+--ro smtopology:change-start-time?
| yang:date-and-time

+--ro smtopology:change-end-time?
yang:date-and-time

notifications: notifications:
+---n relevant-state-notification +---n relevant-state-notification

+--ro publisher +--ro anomaly* [id revision]
|  +--ro id? yang:uuid +--ro id yang:uuid
|  +--ro name string +--ro revision yang:counter32
| +--ro version? string +--ro uri? inet:uri ‘:::1
+--ro id yang:uuid +--ro state identityref
+--ro uri? inet:uri +--ro description? string
+--ro description? string +--ro start-time
+--ro start-time yang:date-and-time | yang:date-and-time ShOWS
+--ro end-time? yang:date-and-time +--ro end-time?
+--ro smcblsymptom:strategy? string | yang:date-and-time the ObserVEd
+--ro confidence-score? score +--ro confidence-score? ;core. symptoms,
+--ro concern-score score +--ro pattern? identityref
+--ro (service)? +--ro annotator the netvvork
| +--:(smtopology:12vpn) | +--ro id? yang:uuid dimensions
| +--ro smtopology:vpn-service* [vpn-id] |  +--ro name string . .
| +--ro smtopology:vpn-id string | +--ro version? string t”gge”"g and
| +--ro smtopology:uri? inet:uri | +4+--ro annotator-type? enumeration connectivity service
| +--ro smtopology:vpn-name? string .
| +--ro smtopology:site-ids* string |n1PaCted-
|
|
|
|
|

|
|
|
|
|
| +--ro smtopology:change-id? yang:uuid
|
|
|
|

+--ro smtopology:vpn-node-terminations*
[hostname route-distinguisher]

+--ro smtopology:change-end-time?
yang:date-and-time

+--ro smtopology:hostname inet:host
+--ro smtopology:route-distinguisher string
| +--ro smtopology:change-id? yang:uuid +--ro smtopology:peer-ip* inet:ip-address
| +--ro smtopology:change-start-time? +--ro smtopology:next-hop* inet:ip-address
| | yang:date-and-time +--ro smtopology:interface-id* uint32
|
|
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Practical Anomaly Detection in Internet Services:
An ISP centric approach
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Abstraci—Identifying anomalies in & network is a crutial
endeavor for Internet Service Providers (ISPs). Anomalies that
impact the traffic of the ISP customers can lead 1o a ﬁ-gndllmn
in the reputation of the company. Moreover, that
do not break connectvity can impact the revenue and s of
ISPs. Therefore, monitoring and anomaly detection has become
cssential for ISPs. In this puper, we present an angoing research
project g anomalics

provi
domain managed by the ISP that impact the customers and the
business of the ISP. We propose a rule-based approach designed
o prompily detect and provide reporting for such anomalies in
wear ral dm, g, mhormation hnt slews the opcrai 1o
identify whether a solution can be brought. In this paper, we
describe the collected network telemetry metrics lnd lustrate

a et of use cases showing that an ISP tan monitor Inicrmet
Services using TETE standurd metrics

L INTRODUCTION

Internet services include providing global Internet reachabil-
ity for customer Autonomous Systems (ASes) connected to an
Internet Service Provider (ISP) and serving private customers
within the ISP (e.g. FTTH). Disruptions in the network that
affect the connectivity of an ISP not only significantly degrade
the organization's reputation but also have implications on the
company’s revenue. Customers subscribed 1o Inlernet services
depend on the ISP peerings to reach the Internet and an
incident between them and the Intemet can have detrimentl
implications for their business.

Today, routing between different ASes is established using
BGP [1]. ISPs managing an AS configure policies in their
routers based on the business relationship they have with
their neighboring ASes. Generally, ISPs classify their BGP
neighbors into Customers, Setilement-free Peers and Tran-
Providers. Customer ASes compensate the ISP 1o reach
the Internet, Settlement-free peers are mutual arngements
between two ISPs to exchange Intemet traffic without any
financial compensation and Transit Providers provide access
o the global Intemet.

1SPs rely on collected BGP messages and traffic counters
to monitor peerings and detect anomalies that could impact
their customers. They closely supervise network traffic to
identify unexpected patierns or potential abuses by peers. This
underscores the importance for ISPs 1o receive prompt alerts
when anomalous or unwanted traffic behaviors occur, enabling
network operators to rapidly implement solutions and address
the detected issues.

Anomaly detection (AD) has been a hot topic in the last
decade where researchers have proposed new ways to detect
irregularities in the data, Most research projects aiming at
detecting anomalies in BGP networks use public repositorics
such as Routeviews and RIPE NOC archives (2, 3], allowing
researchers to identify problems in Iniemet from a global
point of view. In conjunction with publicly known incidents,
tescarchers have been able to develop methods o detect
anomalies in data from the public domain, with a focus on
detecting anomalies in the global Internet topology [4. 5).

Simulated environments mimicking the deployed network
and manually generated anomalies have also been used to
test anomaly detection [6]. Very few projects use production
data coming from an ISP 1o detect anomalies and root cause
analysis within a single domain. AD within an AS have oaly
been investigated by very few rescarchers having access 1o
production data [7)-[9].

In this paper, we focus on detecting anomalies within a
single AS o potentially help them fixing their configuration
and find unwanted traffic flows impacting their business. We
describe the target use cases in Section I1. Instead of solely
using BGP activity as a source of data, as done in (7], we
use a larger set of menitoring information, allowing us to
cover a broader set of service anomalies (Sec. 1I-A). The
authors in [B] focus on detecting performance issues from
end-to-end users, whille the work presented in this paper also
covers anomalics impacting the traffic from pesrings. In [91,
anomaly detection is based on traffic information with a focus
on network intrusion detection, while the project presented

Daisy: Practical Anomaly Detection in large
BGP/MPLS and BGP/SRv6 VPN Networks

Alex Huang Feng Pierre Francois Stéphane Frenol
alex.h fr pierre. is@insa-lyon.fr tephane. fr .4
Univ Lyon, INSA Lyon, Inia, Univ Lyon, INSA Lyon Inria, Univ Lyon, INSA Lycm Inria,
CITI, EA3720 CITI, EA3720 CITI, EA3720
Villeurbanne, France urbanne, France Villeurbanne, France
Thomas Graf Wantmg Du Paolo Lucente
thomas. g m ‘wanting.« com P .net
Swisscom Swisscom pmacct.net
Zurich, Switzerland Zurich, Switzerland Barcelona, Spain
ABSTRACT 1 INTRODUCTION

We present an architecture aimed at performing Anomaly De-
tection for BGP/MPLS VPN services, at scale. We describe
the challenges associated with real time anomaly detection
in modern, large BGP/MPLS VPN and BGP/TPv6 Segment
Routing VPN deployments. We describe an architecture re-
quired to collect the necessary routing information at scale.
‘We discuss the various dimensions which can be used to de-
tect anomalies, and the caveats of the real world impacting
the level of difficulty of such anomaly detection and network
‘modeling. We argue that a rule-based anomaly detection ap-
proach, defined for cach customer type, is best suited given
the current state of the art. Finally, we review the current IETF
contributions which are required to benefit from a fully open,
standard, architecture.
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Customers subscribing to BGRMPLS VPN services usually
come along with stringent Service Level Agreements. Con-
seql Service Providers must be capable of detecting
anomalies in their services in a timely fashion, while accom-
modating for scale. Around 10 thousand L3 VN in our
Swisscom use case. Long-lasting outages, detected by the
customer before the service provider, are detrimental o the
perception of service quality, and may dramatically impact
the customer business.

The goal of the presented architecture is to provide an
anomaly detection solution that scales while being flexible on
the following aspects: (i) the dimensions that must be used
to detect anomalies are multiple; (ii) VPN customers wear
different profies i terms of normal and abnormal values for

imensions (iii) the amount of i ion collected to
produce values for such dimensions is extremely large in such
deployments: around 175 thousand messages/second in our
use case; (iv) the operating costs for managing an anomal
detection solution must be kept low; and (v) the networking
platforms providing the service may come from different
vendars and have different monitoring capabil

“The remainder paper is structured as follows. In section 2,
we define what is considered a network anomaly and present
the associated challenges behind its detection. In Section 3,
we describe the Daisy architecture. In Section 4, we review
the ongoing IETF efforts aimed at filling the gaps for a fully
open, standard, Anomaly Detection (AD) implementation.
And finally, in section 5, we present the first results of Daisy
deployment at Swisscom,

2 PROBLEM STATEMENT

We describe some of the challenges associated with customer
diversity, and a non-exhaustive list of anomalies targeted by
the from our i of concept

setwp.
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